
 <stacking rate>= 23.8 mA/hr
 <production>=18.8 pbar/Mp
 <beam on target> = 8.1 Tp

○ Stacking Numbers

○ Friday established stacking after the Booster downtime.
○

 Air handler motor was replaced.
AP0 Air Flow

 Duty Personnel fix.

○ Water leak on air handling unit at AP50

 Resart DCE11 to 

○ Debuncher Extraction kicker timing made an excursion.

○

 Impacting stacking
 Cryo made some adjustments

Excursions in the P3 helium dewar

 Experts were in Sunday and Monday working on it.
 It appears that the longitudinal size of the beam in the Debuncher is larger than normal.  
 We believe the problem is internal to Pbar and probably in the Debuncher.
 It would be nice if MI could verify bunch rotation and beam, etc...

○ Stacking is somewhat down.

Stacking

○ Unstacked 1760 (ave. 440) in 216 transfers over 70 sets with an average efficiency of 94.8%

Transfers

 Need up to 1 hour with no stacking beam.

○ Priority:  Look at Debuncher Momentum system

○ Stacktail Phasing with 30e10 - looking for opportunistic non-stacking time
○ Stacktail tank moving - parasitic
○ Jim Morgan would like to change beamline C204 limits based on calculations using the model.  We will be 

doing one plane of one beamline at a time.

Studies & Downtime

 Stacking
 Pbars stacked: 1733.07 E10
 Time stacking: 78.21 Hr
 Average stacking rate: 22.16 E10/Hr

 Number of pulses while in stacking mode: 120993
 Number of pulses with beam: 116375
 Fraction of up pulses was: 96.18%

○ Uptime

 Corrected time stacking: 75.23 Hr
 Possible average stacking rate: 23.04 E10/Hr
 Could have stacked: 1801.84 E10/Hr

○ The uptime's effect on the stacking numbers

 Pbars sent to the Recycler: 1741.55 E10

○ Recycler Transfers

The Numbers

2010-06-01 Tuesday Morning Notes
Monday, May 31, 2010
9:45 AM
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 Pbars sent to the Recycler: 1741.55 E10
 Number of transfers : 214
 Number of transfer sets: 70
 Average Number of transfer per set: 3.06
 Time taken to shoot including reverse proton tuneup: 00.75 Hr
 Transfer efficiency: 94.67%

 Average POT : 8.07 E12
 Average production: 18.45 pbars/E6 protons

○ Other Info

23:35:58- AP5001 appeared on the alarm screen. It was polling on D31. Ops had to go out 
and reboot it locally. t all is well

□

Pasted from <http://www-bd.fnal.gov/cgi-mcr/elog.pl?nb=2010&action=view&page=402&frame=2
&anchor=&hilite=> 

23:39:15- We received 2 AP0 air monitor alarms at 22:45. D:ARHEPA and D:ARFL1. The are 
for the EF3 Air Flow and APO EF3 HEPA Filter Pressure indicators. Darren is in contact with 
Tont Leveling and Gary Lauten. - KPM

□

-- Sat May 29 00:00:17 comment by...DJC --  The air flow is 50 cfm, which should nominally be 
200 cfm, and the filter pressure is 0 InWC (nominally 0.3). Gary had us contact Joel Fulgham 
to come in and check rates while FESS investigates and repairs the motor/blower. We have 
halted stacking adn are waiting in the rates to decay on G:RD2072. Tony informs us the AP0 
chipmunk is showing an increase in the airborne radiation. 
Pasted from <http://www-bd.fnal.gov/cgi-mcr/elog.pl?nb=2010&action=view&page=402&frame=2
&anchor=&hilite=> 

Friday

00:21:25- Joel Fulgham will be here in about an hour to check radiation rates at AP0. Ops 
have contacted the duty mechanic who will diagnose and repair the air handler unit after Joel 
give the OK to enter the building. Cons has been paged. - je

□

-- Sat May 29 00:49:15 comment by...je --  AP0 rates are fine for access. Joel Fulgham will 
check radiation rates in Pre-Vault for access to fix a blower if necessary. 
-- Sat May 29 00:59:50 comment by...je --  D:RD2072 now reads 200cpm. Pre-Vault keys have 
been issued to Joel Fulgham and duty personel. Bob Mau and Steve Werkema are aware of 
our current situation. Paul Czarapata has been paged. 
-- Sat May 29 01:09:45 comment by...je --  Paul Czarapata is aware of our situation. 
-- Sat May 29 01:58:57 comment by...je --  Duty personnel have not found anything wrong in 
Pre-Vault. They are currently attempting to see if there is a problem upstairs. Joel Fulgham is 
going home as Gary Lauten has given permission to make access to Pre-Vault without Joel's 
escort. 
-- Sat May 29 02:22:52 comment by...je --  Duty Personnel are having trouble getting into 
Metasys to control the blower unit. Ops have contacted Cedric Madison who is helping them 
from home. 
-- Sat May 29 03:11:19 comment by...je --  Cedric has found that the variable speed drive in 
AP0 is bad. This part is not readily available for changeout, so he suggests that we bypass it 
entirely until it can be replace next week. When normally running, the variable speed drive 
limits the blower motor to 80% workload. Gary Lauten has authorized that we run with the 
variable speed drive bypassed as long as we keep alarms unbypassed and as long as it runs 
below 250cfm. 
-- Sat May 29 04:18:03 comment by...je --  Duty personnel again suspect that the problem 
may be in the tunnel. They have blown a few fuses attempting to run the blower without the 
variable speed drive. It's possible that during maintenence of the exhaust fan on Tuesday, 
something may have changed which was not found on initial inspection tonight.

-- Sat May 29 06:55:22 comment by...je --  Duty personnel were able to find a new air handler 
motor and are in the tunnel now removing the old and installing the new. 
Pasted from <http://www-bd.fnal.gov/cgi-mcr/elog.pl?nb=2010&action=view&page=403&frame=2
&anchor=&hilite=> 

Saturday

MCR○

Elog Quotes
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&anchor=&hilite=> 

07:50:55- Duty personnel have finished working on the air handler unit at AP0. The variable 
speed drive was found to be good. Everything should be running normally now. Stacking will 
resume after keys to Pre-Vault have been returned.

□

Pasted from <http://www-bd.fnal.gov/cgi-mcr/elog.pl?nb=2010&action=view&page=403&frame=2
&anchor=&hilite=> 

10:35:32- Rebooted DCE11 because the debuncher Extraction kicker scope parameters were 
not updating. After the reboot, parameters are now updating.

□

Pasted from <http://www-bd.fnal.gov/cgi-mcr/elog.pl?nb=2010&action=view&page=404&frame=2
&anchor=&hilite=> 

13:40:05- Dave Peterson reported that there is a fair amount of water on the floor at AP50. 
Ops are en route to take a look.

□

Pasted from <http://www-bd.fnal.gov/cgi-mcr/elog.pl?nb=2010&action=view&page=404&frame=2
&anchor=&hilite=> 

14:56:02- We have confirmed that the leak at AP50 us indeed that AP50 chilled water skid 
that is used to cool the 4-8 TWTS as well as DRF1. In order to repair this we are going into 
standby and putting both the TWTs and DRF1 into a safe state. 

□

After consulting with DVM we have turned D:R1LLTT, set D:ALLOW2-7 to 0 from 1, set 
D:ENABC2-7 to 0 from 1 and Changed the D:R!HT02 parameters as documented below. 
D:R1HT02 from 49.57 to 5
D:R1HT03 from 40.39 to 5
D:R1HT04 from 61.57 for 5
D:R1HT05 from 47.84 to 5
D:R1HT06 from 51.37 to 5 
D:R1HT07 from 60.78 to 5. - fish
-- Sat May 29 16:08:59 comment by...jdc --  Repairs are complete. We are returning to 
stacking. 
Pasted from <http://www-bd.fnal.gov/cgi-mcr/elog.pl?nb=2010&action=view&page=404&frame=2
&anchor=&hilite=> 

18:04:23- We have had several Pbar cryo alarms come onto the alarm screen. We talked to 
CHL and they are going to contact Jerry Makara.

□

Pasted from <http://www-bd.fnal.gov/cgi-mcr/elog.pl?nb=2010&action=view&page=404&frame=2
&anchor=&hilite=> 

21:51:55- Ops spoke with Steve from CHL about the Pbar Debuncher cryo system. They were 
able to stabilize the fridge by adjusting the house control loop setpoint of PREVUH from 5 to 
10.

□

- je
-- Sat May 29 22:08:16 comment by...je --  That setpoint adjustment was for the input variable 
DT16 which controls EVUH. 
Pasted from <http://www-bd.fnal.gov/cgi-mcr/elog.pl?nb=2010&action=view&page=405&frame=2
&anchor=&hilite=> 

Fri May 28 14:32:54- Stacking Returns: Stacking was stopped on Thursday around 10:30am 
to derime the struggling Pbar Frig. First stacking beam at a reduced cycle time was established 
this morning around 4:30am when half of the Debuncher cyro amps had permits to turn on. A 
normal stacking cycle time was established after we were able to turn on all Debuncher cryo 
amps around 5:40am. After about 30 minutes of running,tuning, and chaising a drifting cryo 
notch filter, we stacked briefly at around 24mA/hr with production around 21 pbar/Mp 
before beam went away from 6:11am until about 6:54am due to some MI ramp card 
downtime. Beam was run a few more minutes before being turned off at 7am in preparation 
for a Booster access. At that point we were sitting on just over 26mA in the stack. The Booster 
access finished up before noon, but B:CHOP downtime prevented stacking. B:CHOP was back 
around 14:05, but stacking beam could still not be established due to Klystron #4 bulk quad 
power supply problems. A couple of stacking pulses were run starting at 14:10 until a Linac 
rad tripped a few times turning beam back off. After upstream machines tuned up to run, we 
went back to stacking at reduced intensity around 14:25. Experts are working on raising 
intensities. Over the last ~28 hours we only have 26.4mA to show for it! - B Drendel

□

Pasted from <http://www-bd.fnal.gov/cgi-mach/machlog.pl?nb=pbar10&action=view&page=156&frame=2
&anchor=&hilite=&load=> 

Fri May 28 14:44:06- D:TGTCHK was stuck at 0.0. Sent a reset to the MACALC parameter and 
it started updating again.

□

Pasted from <http://www-bd.fnal.gov/cgi-mach/machlog.pl?nb=pbar10&action=view&page=156&frame=2
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Pasted from <http://www-bd.fnal.gov/cgi-mach/machlog.pl?nb=pbar10&action=view&page=156&frame=2
&anchor=&hilite=&load=> 

Sat May 29 10:54:03- D:EKIK Timing: 

Earlier ops found the D:EKIK timing way off. I found the D:EKIK scope parameters 
stopped updating yesterday evening and the auto-tune continued to correct on the 
stale data. I had ops kill the auto-tune since we are having problem with the scope 
parameters, and had them restart DCE11. Now the scope parameters are updating 
again, but we just restarted DCE11 yesterday so I wouldn't be surprised if we have 
further problems talking to the scope over the weekend. If D:EKTUNE comes into 
alarm then the usual manual timing tune-up is in order. Otherwise we can just 
watch the web scope interface. 

Pasted from <http://www-bd.fnal.gov/cgi-mach/machlog.pl?nb=pbar10&action=view&page=157&frame=2
&anchor=&hilite=&load=> 

Saturday

Monday

Fri May 28 13:25:47- The D:IKIK scope web interface was down. A power cycle brought it 
back to life. Once stacking returns, we'll want to verify that the D:IKIK scope parameters on 
P60 INJ <23> resume updates

□

Pasted from <http://www-bd.fnal.gov/cgi-mach/machlog.pl?nb=pbar10&action=view&page=156&frame=2
&anchor=&hilite=&load=> 

Friday

Saturday

Sunday

Monday

Pbar○

-- Fri May 28 06:25:16 comment by...Geynisman --  All Debuncher cryo amps were on and 
resuming normal stacking by 5:45 am. 
-- Fri May 28 07:05:21 comment by...L. DeRoo --  S. Hentges has been paged to look at Pbar 
wet engine. 
-- Fri May 28 07:17:36 comment by...L. DeRoo --  The Cryo Calendar says that S. Hentges is on 
vacation. 
-- Fri May 28 08:46:56 comment by...jnm --  R.Michals checked both engines as good. 
Efficiency PRSPDE 88 in/0 out - 65%; PRSPWE 59 in/17 put = good. 
-- Fri May 28 12:51:02 comment by...Pei --  
After tuning up PBar WET engine's control LOOP, Maximum error tolearance to 1.5 from 1.0 
and Minumum position to 650 from 400, the PRPI13 and P1TR12 are more stable now. The ~
80 rpm offset is too biger between WET engine's setting and read back speed, might need 
adjust it in the future. 
-- Fri May 28 13:16:11 comment by...JNM --  PREVLN control set onto TI5 via loop-19 and 
loop-9 is DISABLE/INACTIVE. 
Pasted from <http://www-bdcryo.fnal.gov/cryoelog/cgi-bin/elog.pl?nb=CRII&action=view&page=last&frame=2
&anchor=&hilite=> 

Friday

18:35:30 PRSPWE alarmed, as well as PRPI16 as a result of PREVUH (also alarmed); CHL set 
loop-3 PREVUH set_value to 10 psid from 5 thus closing it. We probably had changed that 
during cooldown earlier in week.

□

Pasted from <http://www-bdcryo.fnal.gov/cryoelog/cgi-bin/elog.pl?nb=CRII&action=view&page=last&frame=2
&anchor=&hilite=> 

Sat May 29 13:54:43- The Debuncher 50 House BPM crate's last module had a bad 3.3V 
regulator. I swapped the module after calling the MCR about the water on the floor at the 
east end of the building. - Dave Peterson

□

Pasted from <http://www-bd.fnal.gov/cgi-mach/machlog.pl?nb=pbar10&action=view&page=157&frame=2
&anchor=&hilite=&load=> 

-- Sat May 29 18:34:50 comment by...DVM --  As the result of the fridge problems, the third 
stacktail filter was way off. I have re-centered it for now, but I suspect this problem will be 

□

Saturday

Cryo○
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stacktail filter was way off. I have re-centered it for now, but I suspect this problem will be 
back. 
Pasted from <http://www-bd.fnal.gov/cgi-mach/machlog.pl?nb=pbar10&action=view&page=157&frame=2
&anchor=&hilite=&load=> 

Sun May 30 19:14:13- Looked at many things today that might contribute to the stacking 
problems. My best guess right now is the beam coming out of the Debuncher is much larger 
longitudinally than normal. Both the display on channel 17 and the VSA show this. Also, the 
larger than normal ARF1 bucket request makes me suspicious. I am worried that something is 
different with momentum filter #2 since it was repaired. - DVM

□

Pasted from <http://www-bd.fnal.gov/cgi-mach/machlog.pl?nb=pbar10&action=view&page=157&frame=2
&anchor=&hilite=&load=> 

Sunday\

Monday

Friday

Sat May 29 00:36:53-□

The AP0 pressure and air flow came into alarm at 22:40. OPs talked with Pbar and ES&H 
personnel. Stacking was halted to allow AP0 a 1 hour cool off period. ES&H personnel were en 
route to the site at the end of the evening shift. We received 2 AP0 air monitor alarms at 
22:45. D:ARHEPA and D:ARFL1. The are for the EF3 Air Flow and APO EF3 HEPA Filter Pressure 
indicators. The air flow is 50 cfm, which should nominally be 200 cfm, and the filter pressure 
is 0 InWC (nominally 0.3). Normally the AP0 build is run at a slightly positive pressure forcing 
the air back through the vault and in the prevault and pretarget enclosures. Without the 
positive pressure air borne radiation works is way back in the AP0 building instead of the Pre 
vault/Pretage lines were it would normally decay harmlessly away. Experts are about 45 mins 
out and depending on the repair we could be down for another 1-2 hours. We'll have a better 
idea as to the the repairs will be once we can get into the building. They will need access into 
the prevault enclosure to look at the air handling unit located in front of the vault.
- Cons
-- Sat May 29 00:51:58 comment by...Cons --  For now it only looks like we need to access the 
PreVault enclosure. If for what ever reason we need to access the Pretarget enclosure then 
the store would need to be terminated. 
-- Sat May 29 03:55:35 comment by...Cons --  Experts have found that the variable speed drive 
in AP0 is bad. This part is not readily available for changeout, so he suggests that we bypass it 
entirely until it can be replace next week. When normally running, the variable speed drive 
limits the blower motor to 80% workload. Rad safety has authorized that we run with the 
variable speed drive bypassed as long as we keep alarms unbypassed and as long as it runs 
below 250cfm. 
-- Sat May 29 07:05:47 comment by...Cons --  Repairs continue on the AP0 air handling unit, it 
appears that we may still have a problem in the tunnel. Earlier this morning attempting to run 
the blower without the variable speed drive a series of fuses were blown. Currently they are 
working on reconfiguring the system such that they stop blowing fuses. At this time we have 
no estimate. 
Pasted from <http://www-bd.fnal.gov/cgi-mach/machlog.pl?nb=runco&action=view&page=1745&frame=2
&anchor=&hilite=&load=> 

Sat May 29 07:20:00- It looks like the problem AP0 air handle unit problem was traced to a 
bad motor which is currently being replaced. - Cons

□

Sat May 29 07:25:17- Due to the over night problems at AP0 our collider plan will need to 
change. As soon as we get back to stacking we'll have a better idea were we stand with 
respect a target stash size. - Cons

□

Sat May 29 08:00:25- AP0 Air handle issues □

Experts have finished the repairs on the air handler unit at AP0. It turns out that he variable 
speed drive was just fine, and all of our problems were due to a bad blower motor. So, we are 
currently running under our normal configuration. Stacking has resumed.... - Cons
Pasted from <http://www-bd.fnal.gov/cgi-mach/machlog.pl?nb=runco&action=view&page=1745&frame=2
&anchor=&hilite=&load=> 

Saturday

Sunday

Run Co○
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Sunday

Monday

The Stacking Plots
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0800 Friday to 0800 Saturday

0800 Saturday to 0800 Sunday
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0800 Sunday to 0800 Monday

0800 Monday - 0800 Tuesday

   Morning Summaries Page 9    



   Morning Summaries Page 10    



AP0 air handler fixed
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Frig 
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The Transfers Plots

Transfers Friday through Monday
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Transfer Efficiency Monday through Tuesday
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The Photos

AP50 AC unit leak
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AP50 AC unit leak

AP50 AC unit leak
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